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Út az űrbéli parallaxisig

Első: Bessel, Struve, Henderson 1838-1840 
Utána lassú fejlődés: 
1900: ~100 csillag 
1952: ~5800 csillag (Yale Parallax Catalog, 

0,01”-es pontosság) 
Földi mérésekkel a 0,001”=1 mas a 

legprecízebb limit 
Űrből: Hipparcos, Gaia, (HST)
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1 Abstract

The history of astrometry, the branch of astronomy dealing with the positions of celes-
tial objects, is a lengthy and complex chronicle, having its origins in the earliest records
of astronomical observations more than two thousand years ago, and extending to the
high accuracy observations being made from space today. Improved star positions pro-
gressively opened up and advanced fundamental fields of scientific enquiry, including our
understanding of the scale of the solar system, the details of the Earth’s motion through
space, and the comprehension and acceptance of Newtonianism. They also proved cru-
cial to the practical task of maritime navigation. Over the past 400 years, during which
positional accuracy has improved roughly logarithmically with time, the distances to the
nearest stars were triangulated, making use of the extended measurement baseline given
by the Earth’s orbit around the Sun. This led to quantifying the extravagantly vast scale
of the Universe, to a determination of the physical properties of stars, and to the resulting
characterisation of the structure, dynamics and origin of our Galaxy. After a period in
the middle years of the twentieth century in which accuracy improvements were greatly
hampered by the perturbing e↵ects of the Earth’s atmosphere, ultra-high accuracies of
star positions from space platforms have led to a renewed advance in this fundamental
science over the past few years.

2 Introduction

2.1 The Context

Astrometry is the branch of astronomy concerned with the accurate measurement of the
positions and motions of celestial objects. This includes the positions and motions of the
planets and other solar system bodies, stars within our Galaxy and, in principle, galaxies
and clusters of galaxies within the Universe. Since recording and refining the positions
of the stars and planets on the sky was one of the few investigations of the heavens open
to the ancients, astronomy and astrometry were largely synonymous until a little more
than a century ago, when other types of astronomical investigation, such as spectroscopy,
became possible.

Astrometry therefore has a remarkably long scientific history, while it remains acutely
topical today. Over more than two millennia of recorded history, star positions have
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Figure 5: Astrometric accuracy versus time (adapted from Erik Høg). After several centuries of a
more-or-less logarithmic improvement in accuracy with time, the advent of space-based measurement
techniques (Hipparcos and Gaia) has led to an even more rapid improvement in accuracy. These space
missions have also resulted in a unification in the accuracies achieved in star positions and parallaxes.

also failed, to detect parallax motion. But the accuracies that he achieved allowed him to
deduce that the stars must lie several thousand times more distant than the Earth from
the Sun. These distances were so immense that he was convinced Copernicus must be in
error, and that the Earth was indeed fixed at the centre of a modified ‘Tychonic’ system.
In reality, with even the nearest stars having a parallax angle of only one second of arc,
Tycho’s accuracy was still twenty times too poor, and even his careful measurements could
not but have failed to detect its e↵ects. Nevertheless by the end of the sixteenth century,
his catalogue of a thousand stars, and a similar e↵ort by Landgrave (Baron) Wilhelm
the Wise of Hesse (1532–1592) (William IV, Landgrave of Hesse Kassel, 1618), set the
standard for future surveys.

The sextant and quadrant were protractor-like instruments designed to measure an-
gles between pairs of stars, of up to sixty and ninety degrees respectively (Figure 6).
Catalogues were built up from many pairs of separations. Portable versions were later
fixed in the meridian plane—the imaginary circle perpendicular to the celestial equator
and horizon. Observations with wall-mounted ‘mural’ instruments began with Tycho’s
large meridian quadrant. Fixed to the local horizon, stars appear to drift past the local
meridian as the Earth spins: this gave one part of the star’s coordinates (the equivalent
of geographical longitude, or right ascension) from the timing of its transit, and the other
(the geographical latitude, or declination) from the graduated instrument itself. These
were later replaced by the meridian circles, consisting of a horizontal axis in the east–west
direction resting on fixed supports, about which a telescope mounted at right angles could
revolve freely.
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A közeli csillagok távolsága és fényessége

Fluxus: energia/egységnyi idő/egységnyi felület 
— ezt mérik a műszereink 

Magnitúdók: Hipparkhosz definíciója nyomán 
1. fényrend: legfényesebb csillagok 
6. fényrend: éppen látszó csillagok 

Pogson (1856): 5 magnitúdónyi különbség 
feleljen meg 100-szoros fluxuskülönbségnek
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HIPPARCOS	(HIgh	Precision	PARallax	
COllec7ng	Satellite)

• ESA,	1989-1993	
• Első	űrbéli	asztrometriai	műhold	
• 120,000	csillag,	1	mas	pontosság	
• Magnitúdólimit	MV=12.5	
• 10%	pontosság	parallaxisban	>10	mas,	
távolságban	<100	pc	10%	hibával	

• 5%	pontosság,	<200pc	20%	hibával	
• 1	kpc	határig	
• van	Leeuwen	(2007!):	második	
adatredukálás

h^p://www.rssd.esa.int/index.php?project=HIPPARCOS



Hipparcos (1989-1993)
High Precision Parallax Collecting Satellite: az Európai Űrügynökség 
(ESA) asztrometriai célú mesterséges holdja, 29 cm átmérőjű űrtávcső.
Helytelen a Hipparchos írásmód.



A mérés és feldolgozás elve

Két évnél hosszabb mérési sorozat kell a sajátmozgás és a parallaktikus
elmozdulás szeparálásához. 



Hipparcos-eredmények

Hipparcos-katalógus (1997): 
118218 (12m-nál fényesebb) 
csillag asztrometriai adatai 
(koordináták, sajátmozgások, 
parallaxis) az 1991,25 
epochára, az ICRS 
vonatkoztatási rendszerben. 

Kb. 3 csillag van 
négyzetfokonként (teljes a 
minta 7,3 és 9 magnitúdó 
között). 2007-ben 
újraredukálták. 

Pontosság: kb. 0,001≤, illetve 
0,001≤/év. 

A Tycho–2 katalógusban 2,5 
millió csillagra kevésbé 
pontos asztrometriai adatok + 
B-V színindex is.  
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A	Hipparcos	nagyon	fontos	eredményekre	vezete^,	de		
a	pontosság	igénye	megnő^	--	Gaia



(Öreg távcső nem vén 
távcső)
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Pre-discovery transits of the exoplanets WASP-18 b and
WASP-33 b from Hipparcos

I. McDonald1!, E. Kerins1
1Jodrell Bank Centre for Astrophysics, Alan Turing Building, Manchester, M13 9PL, UK

Accepted XXX. Received YYY; in original form ZZZ

ABSTRACT

We recover transits of WASP-18b and WASP-33 b from Hipparcos (1989–1993) pho-
tometry. Marginal detections of HAT-P-56b and HAT-P-2 b may be also present in
the data. New ephemerides are fitted to WASP-18b and WASP-33b. A tentative
(∼1.3σ) orbital decay is measured for WASP-18b, but the implied tidal quality fac-
tor (Q′

∼ 5 × 105) is small and survival time (< 106 years) is too short to be likely.
No orbital decay is measured for WASP-33b, and a limit of Q′ > 2 × 105 is placed.
For both planets, the uncertainties in published ephemerides appear underestimated:
the uncertainty in the period derivative of WASP-18 b would be greatly reduced if its
current ephemeris could be better determined.

Key words: planets and satellites: dynamical evolution and stability — planets and
satellites: gaseous planets — planets and satellites: individual: WASP-18 b — planets
and satellites: individual: WASP-33 b — planet–star interactions — stars: variables:
δ Scuti

1 INTRODUCTION

Exoplanetary science is a relatively young field, hence many
long-term evolutionary characteristics of planetary systems
remain unknown. Pre-discovery archival data can provide,
e.g., more precise orbital properties. Changes in these prop-
erties may come from transit timing variations (TTVs)
caused by a second planet in the system (e.g. Steffen et al.
2013), or by long-term orbital expansion or decay, due to
stellar mass loss or tidal inspiral (e.g Mustill & Villaver
2012). In particular, historical data lets us constrain the tidal
quality factor of exoplanet hosts, allowing us to model tidal
effects from stars more generally (e.g. Penev et al. 2012).

Few historical observations have sufficient sensitivity or
cadence to detect exoplanets. Photometric accuracy of bet-
ter than ∼0.01 mag is generally required, while duty cycles
of transits are typically only a few per cent of the orbit, so
dozens of repeated visits are necessary to secure a transit.
Of the literature data available, only the Hipparcos satel-
lite (Perryman & ESA 1997; van Leeuwen 2007) has suffi-
cient accuracy and cadence to reliably search for exoplan-
ets en masse. Hipparcos operated between 1989 and 1993,
and returned broadband photometry to an accuracy of a
few millimagnitudes on around 120 000 nearby stars. Tran-
sits of HD209458 b and HD189733 b have had their Hip-

parcos photometry published already (Robichon & Arenou

! E-mail: mcdonald@jb.man.ac.uk

2000; Hébrard & Lecavelier Des Etangs 2006). In this arti-
cle, we search for transits of other known exoplanets in the
original Hipparcos data1.

2 TRANSITING EXOPLANETS IN THE

HIPPARCOS DATASET

Exoplanets in the Hipparcos dataset were selected from
the Exoplanets Data Explorer (EDE2; Han et al. 2014), us-
ing the parameters “TRANSIT == 1 && HIPP > 0”. This re-
turned 17 unique systems. We further restricted our criteria
to a transit depth >5 mmag (DEPTH > 0.005), returning the
11 systems listed in Table 1.

For HAT-P-56 and HD 189733, outliers in the Hippar-

cos data were removed using a κσ-clipping routine: i.e., an
iterative pass of the data was performed, removing points
more than κ standard deviations from the mean. A cutoff
of κ = 3.5 was applied, which was chosen so as not to re-
move points in the expected transit regions. As stars have
between 54 and 187 data points, any choice of κ ! 2.7 is not
expected to remove valid data from the fit.

The photometric data were folded on literature or-
bit ephemerides (Table 1). Four transiting planets were

1 VizieR catalogue I/311
2 http://exoplanets.org

c© 2018 The Authors



2 I. McDonald et al.

Table 1. Hipparcos stars exhibiting transits of >5 mmag.

Name HIP d T0 P T14 Depth Hip. rms N Expected Observed
(TJD) detection depth

(pc) (d) (d) (d) (mmag) (mmag) (σ) (σ) (mmag)
WASP-18 b 7562 126 ± 5 4644.90531 0.94145299 0.09089 9.16 18.8 9 1.38 2.81 14.6
WASP-33 b 11397 118 ± 3 4163.22373 1.21986975 0.11224 11.36 12.9 15 3.29 3.12 10.8
HD17156 b 13192 79.8 ± 1.6 4756.7313 21.21663 0.1338 5.29 19.0 0 0.00 · · · · · ·

KELT-7b 24323 138 ± 5 6223.9592 2.7347749 0.14630 8.28 16.7 0 0.00 · · · · · ·

KELT-2Ab 29301 134 ± 6 5974.60335 4.113791 0.2155 5.21 21.0 2 0.25 –0.79 –16.6
HAT-P-56b 32209 319 ± 23 6553.61645 2.7908327 0.09463 11.11 15.1 6 0.74 0.83 12.5
HD 80606 b 45982 65.2 ± 1.1 4876.344 111.43670 0.504 11.17 16.7 0 0.00 · · · · · ·

GJ436 b 57087 10.1 ± 0.2 4415.62074 2.643850 0.03170 6.96 75.0 0 0.00 · · · · · ·

HAT-P-2b 80076 129 ± 4 4397.49375 5.6334729 0.1787 5.22 19.7 9 0.75 0.94 6.6
HD189733 b 98505 19.8 ± 0.1 4279.43671 2.21857567 0.0760 24.12 15.1 4 2.76 3.73 32.6
HD209458 b 108859 48.9 ± 0.5 2826.62851 3.52474859 0.1277 14.61 14.8 5 1.97 3.56 26.4
Notes: Distances come from Gaia Data Release 1 (Gaia Collaboration et al. 2016), with the exception of GJ 436, which comes
from van Leeuwen (2007). Transit parameters are sourced from the EDE (values for WASP-18 b and WASP-33 b explicitly come
from Wilkins et al. (2017) and Zhang et al. (2017)); truncated Julian dates are given as TJD = JD − 2 450 000 days. N is the
number of observations expected during transit.

expected to be detected (>1σ): WASP-18 b, WASP-33 b,
HD189733 b and HD209458 b and all four were recovered.
Transits of KELT-2Ab were not recovered due to the low
signal-to-noise ratio. Transits of HAT-P-56b and HAT-P-2b
were expected just below the 1σ detection limit, and mea-
surements of the recovered transit depth are close to the 1σ
limit. Since this measurement effectively uses a boxcar tran-
sit, and since the Hipparcos photometric transmission curve
is relatively blue (λeff ≈ 5275 Å), a limb-darkened model is
expected to recover these transits at just above 1σ. How-
ever, since the photometry would be of insufficient quality
to model further, they are neglected for the remainder of
this paper.

WASP-18 b and WASP-33 b have never previously been
recovered from Hipparcos data. Their lightcurves are shown
in Figure 1, folded on the empherides from Table 1. Data
sampling is sparse: 132 points over 1190 days for WASP-18 b
and 113 points over 930 days for WASP-33b (one point has
been cleaned by κσ-clipping from the latter). Consequently,
a blind search for planets in the Hipparcos data would have
been liable to miss these transits, which are not apparent in
the unfolded lightcuves.

3 ORBITAL SOLUTIONS AND EVOLUTION

As in previous analyses of Hippar-

cos photometry (Robichon & Arenou 2000;
Hébrard & Lecavelier Des Etangs 2006), we note that
fitting a two-parameter ephemeris (mid-transit epoch and
period, T0 and P ) to data of this quality is less accurate
than taking an established ephemeris and providing a
refined period. In each case, T0, t14 and Rp/R∗ were held
fixed to the values in Table 1, and the Hipparcos data were
folded on a range of periods spanning 0.000015 days either
side of these ephemerides.

The transit was represented by a trapezoid ingress and
egress, based on the above parameters. The impact of in-
cluding limb darkening on the precision of the resulting fit
was found to be significant, but the exact treatment of limb
darkening was not. Hence, the transit between second and
third contact was modelled as a point source crossing a limb-
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Figure 1. Hipparcos photometry, phase-folded on a modern
ephemeris. Lines show the expected transit position, width and
depth.

darkened star, with limb-darkening co-efficients taken from
jktld (Southworth 2008): inputs of Teff = 6400 and 7430
K, log(g) = 4.367 and 4.300 dex and [Fe/H] = 0.0 and 0.1
dex were assumed for WASP-18 and WASP-33, respectively,
while a microturbulent velocity of 2 km s−1 and a quadratic
law with Claret (2004) models was assumed for both, and
the Hipparcos filter was approximated by Sloan g′. A χ2

minimisation performed to identify allowed periods for the
Hipparcos data. The reduced χ2 minimum is close to unity
in both cases (Figure 2), so the periods where χ2 ≤ χ2

min+1
can be used to approximate the period uncertainty. The dif-
ferences between light curves with transiting planets and
flat light curves are ∆χ2 = 12 and 16 for WASP-18 b and
WASP-33b, respectively, so the transits are detected with
clear significance. The fitted periods and corresponding mid-
transit times for this two-epoch fit are

• P = 0.941 454 55+0.000 000 87
−0.000 001 32 days, and

MNRAS 000, 1–4 (2018)
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Figure 2. Goodness-of-fit of Hipparcos-derived periods. Dark,
black lines show the mean transit depth (across t14) at that pe-
riod; thin, red lines show the out-of-transit noise level. Dashed,
blue lines show the reduced χ2 using the limb-darkened model
(right axis).

• T0 = 2448 436.2359 +0.0125
−0.0082

for WASP-18 b and

• P = 1.219 869 98+0.000 000 79
−0.000 000 57 days, and

• T0 = 2448 472.5334 +0.0040
−0.0055

for WASP-33 b.
These mid-transit times represent observations taken

16 years (6145 and 4665 orbits) before those in the
discovery papers of each planet (Hellier et al. 2009;
Collier Cameron et al. 2010), and more than double the
length of their observational record to 24 and 23 years, re-
spectively. To these transit times, we added the literature
transit photometry collated for bothWASP-18b andWASP-
33 b (Wilkins et al. 2017 and Zhang et al. (2017), respec-
tively), and created O−C diagrams for each planet (Figure
3).

Unfortunately, the low cadence of the Hipparcos com-
pared to modern data means that they do not provide con-
straints greatly better than those available in the current lit-
erature (Turner et al. 2016; Zhang et al. 2017; Wilkins et al.
2017).

To fit the orbits, we ran two-parameter (T0, P ) and
three-parameter (T0, P, δP/P ) Monte-Carlo χ2 fits to the
observed mid-transit times. A two-parameter fit for this en-
tire dataset formally provides

• P = 0.941 452 67± 0.000 000 11 days,
• T0 = 2457 319.80197 ± 0.00021, and
• χ2

r = 5.14

for WASP-18 b and

• P = 1.219 870 61± 0.000 000 15 days,
• T0 = 2456 934.77020 ± 0.00010, and
• χ2

r = 2.50
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Figure 3. O − C diagrams for WASP-18 b and WASP-33 b,
modelled against the best-fit ephemeris. Curves show models with
period changes (dP/P ), as indicated on each plot.

for WASP-33 b. These fits are shown in the O−C diagrams
in Figure 3. A three-parameter fit formally provides:

• δP/P = −6± 2× 10−10,
• P = 0.941 451 86± 0.000 000 23 days,
• T0 = 2457 319.80167 ± 0.00026, and
• χ2

r = 4.64

for WASP-18 b and

• δP/P = 2± 3× 10−10,
• P = 1.219 870 93± 0.000 000 50 days,
• T0 = 2456 934.77090 ± 0.00017, and
• χ2

r = 2.78

for WASP-33b. The fit for WASP-18 b is shown as the dotted
line in Figure 3.

4 DISCUSSION AND CONCLUSIONS

The reduced χ2 minimum of these fits is substantially
greater than unity: in both bodies, an unmodelled scatter
of around 0.001 days (1.44 minutes) is seen in the O−C di-
agrams. This suggests that the errors quoted above are likely
to be underestimates, either due to physical or unmodelled
instrumental sources (cf. Adams et al. 2010; Barros et al.
2013). It also implies that either the photometric uncer-

MNRAS 000, 1–4 (2018)



Hipparcos és Gaia - összehasonlítás
A Hipparcos minőségi ugrást jelentett az asztrometriában, de a pontosság
további fokozására volt szükség. 



Hipparcos és Gaia - összehasonlítás

20,7
20,7

16m

2

1,6 milliárd csillag
20,7 magnitúdóig



A Gaia asztrometriai űrszonda

Indítás: 2013. december 19.



A Gaia asztrometriai űrszonda
Figyelem! A név helyesen Gaia és nem GAIA; nem műhold, mert nem a 

Föld körül kering; és nem is az L2 pontban, hanem körülötte.
Indítási tömeg: 2030 kg (ebből 400 kg üzemanyag).
Mérete: 4,3 m ◊ 2,3 m, nyitott napelemekkel 10 m átmérőjű.
Két azonos optikai teleszkóp leképezőrendszerrel, a fókuszsíkban 0,5 m ◊ 

1 m-es CCD-mátrix 1 milliárd pixellel, az űrben ez a legnagyobb CCD-
kamera.

Földi távközlési kapcsolat: Cebreros (ESP), New Norcia (AUS), Malargüe 
(ARG)

Földi irányítás:ESOC, Darmstadt (műszaki), Villafranca del Castillo 
(tudományos)
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Az elkészült tórusz
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fókuszsík

csillagok mozgása 
10 s alatt

teljes látómező: 
  - aktív terület: 0,75 négyzetfok  

  - CCD-k: 14 + 62 + 14 + 12 
  - 4500 x 1966 pixel (TDI) 
  - pixelméret = 10 µm x 30 µm 
     = 59 mas x 177 mas

asztrometriai mező CCD-i

Ké
k 

fot
o

mé
ter 
C
C
D-
i

csillagtérképező CCD-i

104,26cm

Vö
rö
s 

fot
o

mé
ter 
C
C
D-
i

Radiálissebesség- 
spektrométer CCD-i

Basic 
Angle 

Monitor

Wave 
Front 
Sensor

Basic 
Angle 

Monitor

Wave 
Front 
Sensor

csillagtérképező: 
  - mindent detektál 20 m-ig 
  - kozmikus sugárzást kihagyja 
asztrometria: 
  - detektálási zaj: ~6 e-

fotometria: 
  - spektrofotométer 
  - kék és vörös CCD-k 
spektroszkópia: 
  - nagy felbontású színképek 
  - vörös CCD-k

42,35cm

Alex Short alapján
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Az égbolt szkennelésének elve

forgástengely: 45o a Naphoz; 
haladás:  60 ívmásodperc s-1 ; 

forgási periódus:    6 óra

45o

Forrás: Karen O’Flaherty
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A szkennelés eredménye
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A radiális sebesség mérése

F3 óriás RVS spektrumai (V=16m) 
 S/N = 7 (egyetlen mérés) 
S/N = 130 (a misszióra  
összegezve) 

látómező RVS spektrográf CCD-detektorok

David Katz alapján



Mit várunk a Gaia missziótól?
Mérések: 2014 nyarától 5 évig. 2020 végéig már jóváhagyták a 

támogatást, további 1-2 évre komoly ígéret van.
Az 1 mikroívmásodperces asztrometriai pontosság eléréséhez a Gaia 

szonda helyzetét kb. 8 mm-es pontossággal kell ismerni!
Várható eredmények:
-   A Tejútrendszer 3-dimenziós ltérképe (a sötét anyag eloszlása is);
- A csillagászati vonatkoztatási rendszer pontosítása (kvazárok 

segítségével, kb. félmillió kvazár észlelése);
- Exobolygók fotometriai és asztrometriai kimutatása (kb. 10000-re 

számítanak);
- A Földet veszélyesen megközelítő kisbolygók észlelése;
- Az általános relativitáselmélet numerikus paramétereinek 

pontosítása (a gravitációs fényelhajlásból);
- 20 Tbyte adat alapján a végső katalógus 2022 után lesz nyilvános.
Adatközlések:
DR1: 2016. szeptember; DR2: 2018. április; DR3: majd két részben.
A Gaia-archívum itt érhető el: http://archives.esac.esa.int/gaia/DR2









A Gaia első eredményei
Példa a szögfelbontásra: a Pluto 
és a Charon mint kettős
rendszer. A Gaia-mérések szög-
felbontása ennél sokkal jobb.

Rengeteg kettőscsillag vizuális 
pályáját is meg lehet majd
határozni. A cefeida típusú változó-
csillagoknál ez különösen fontos. 



A Gaia első eredményei

A Gaia által észlelt kisbolygók a mérések első 8 hónapjában. 
A (gyorsan) mozgó objektumok azonosítása bonyolult szoftvert igényel. 
A színskála a mérések hibáját mutatja.



A Gaia első eredményei
A Gaia Science Alert 
fontos kiegészítő program 
(földfelszíni távcsövekkel).
A Gaia16aeg szupernóva
fénygörbéje. Típusa: 
SNIIb, távolsága: 200 
millió fényév.

A Gaia14aaa spektruma.
A színképvonalak létéből 
és erősségéből
meghatározható a szupernóva 
típusa: SN Ia.
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(AF; Sect. 3.3.5); (iv) low-resolution spectro-photometry using
the blue and red photometers (BP and RP; Sect. 3.3.6); and
(v) spectroscopy using the radial-velocity spectrometer (RVS;
Sect. 3.3.7). The focal plane is depicted in Fig. 4 and carries
106 charge-coupled device (CCD) detectors, arranged in a mo-
saic of 7 across-scan rows and 17 along-scan strips, with a total
of 938 million pixels. These detectors come in three di↵erent
types, which are all derived from CCD91-72 from e2v tech-
nologies Ltd: the default, broadband CCD; the blue(-enhanced)
CCD; and the red(-enhanced) CCD. Each of these types has the
same architecture but di↵er in their anti-reflection coating and
applied surface-passivation process, their thickness, and the re-
sistivity of their silicon wafer. The broadband and blue CCDs are
both 16 µm thick and are manufactured from standard-resistivity
silicon (100 ⌦ cm); they di↵er only in their anti-reflection coat-
ing, which is optimised for short wavelengths for the blue CCD
(centred on 360 nm) and optimised to cover a broad bandpass for
the broadband CCD (centred on 650 nm). The red CCD, in con-
trast, is based on high-resistivity silicon (1000 ⌦ cm), is 40 µm
thick, and has an anti-reflection coating optimised for long wave-
lengths (centred on 750 nm). The broadband CCD is used in SM,
AF, and the WFS. The blue CCD is used in BP. The red CCD is
used in BAM, RP, and the RVS.

The detectors (Fig. 5; Crowley et al. 2016b) are back-
illuminated, full-frame devices with an image area of 4500 lines
along-scan and 1966 columns across-scan; each pixel is 10 µm ⇥
30 µm in size (corresponding to 58.9 mas ⇥ 176.8 mas on the
sky), balancing along-scan resolution and pixel full-well capac-
ity (around 190 000 e�). All CCDs are operated in time-delayed
integration (TDI) mode to allow collecting charges as the ob-
ject images move over the CCD and transit the focal plane as
a result of the spacecraft spin. The fundamental line shift pe-
riod of 982.8 µs is derived from the spacecraft atomic master
clock (Sect. 3.3.10); the focus of the telescopes is adjusted to
ensure that the speed of the optical images over the CCD sur-
face matches the fixed speed at which the charges are clocked
inside the CCD. The 10 µm pixel in the along-scan direction is
divided into four clock phases to minimise the blurring e↵ect of
the discrete clocking operation on the along-scan image qual-
ity. The integration time per CCD is 4.42 s, corresponding to
the 4500 TDI lines along-scan; actually, only 4494 of these lines
are light sensitive. The CCD image area is extended along-scan
by a light-shielded summing well with adjacent transfer gate to
the two-phase serial (readout) register, permitting TDI clock-
ing (and along-scan binning) in parallel with register readout.
The serial register ends with a non-illuminated post-scan pixel
and begins with several non-illuminated pre-scan pixels that are
connected to a single, low-noise output-amplifier structure, en-
abling across-scan binning on the high-charge-handling capacity
(⇠240 000 e�) output node. Total noise levels of the full detection
chain vary from 3 to 5 electrons RMS per read sample (except
for SM and AF1, which have values of 11 and 8 electrons RMS,
respectively), depending on the CCD operating mode.

The CCDs are composed of 18 stitch blocks, originat-
ing from the mask employed in the photo-lithographic pro-
duction process with eight across-scan and one along-scan
boundaries (Fig. 5). Each block is composed of 250 columns
(and 2250 lines) except for the termination blocks, which
have 108 columns. Whereas pixels inside a given stitch block
are typically well-aligned, small misalignments between ad-
jacent stitch blocks necessitate discontinuities in the small-
scale geometric calibration of the CCDs (Lindegren et al. 2016).
The mask-positioning accuracy for the individual stitch blocks
also produces discontinuities in several response vectors, such

Fig. 4. Schematic image of the focal plane assembly, superimposed on a
real picture of the CCD support structure (with a human hand to indicate
the scale), with Gaia-specific terminology indicated (e.g. CCD strip and
row, TDI line and pixel column). The RVS spectrometer CCDs are dis-
placed vertically (in the across-scan direction) to correct for a lateral
optical displacement of the light beam caused by the RVS optics such
that the RVS CCD rows are aligned with the astrometric and photomet-
ric CCD rows on the sky; the resulting semi-simultaneity of the astro-
metric, photometric, and spectroscopic transit data is advantageous for
stellar variability, science alerts, spectroscopic binaries, etc. Image from
de Bruijne et al. (2010a), Kohley et al. (2012), courtesy Airbus DS and
Boostec Industries.

as charge-injection non-uniformity and column-response non-
uniformity. At distinct positions along the 4500 TDI lines, a set
of 12 special electrodes (TDI gates) are connected to their own
clock driver. In normal operation, these electrodes are clocked
synchronously with the other electrodes. These TDI-gate elec-
trodes can, however, be temporarily (or permanently) held low
such that charge transfer over these lines in the image area is
inhibited and TDI integration time is e↵ectively reduced to the
remaining number of lines between the gate and the readout
register. While the full 4500-lines integration is normally used
for faint objects, TDI gates are activated for bright objects to
limit image-area saturation. Available integration times are 4500,
2900, 2048, 1024, 512, 256, 128, 64, 32, 16, 8, 4, and 2 TDI
lines. The choice of which gate to activate is user-defined, based
on configurable look-up tables depending on the brightness of
the object, the CCD, the field of view, and the across-scan pixel
coordinate. Because the object brightness that is measured on
board in the sky mapper (Sect. 3.3.9) has an error of a few tenths
of a magnitude, a given (photometrically-constant) star, in par-
ticular when close in brightness to a gate-transition magnitude,
is not always observed with the same gate on each transit. This
mixing of gates is beneficial for the astrometric and photometric
calibrations of the gated instruments.

The Gaia CCDs are n-channel devices, i.e. built on p-type
silicon wafers with n-type channel doping. Displacement dam-
age in the silicon lattice, caused by non-ionising irradiation, cre-
ates defect centres (traps) in the channel that act as electron
traps during charge transfer, leading to charge-transfer ine�-
ciency (CTI). Under the influence of radiation, n-channel devices
are susceptible to develop a variety of trap species with release-
time constants varying from micro-seconds to tens of seconds.
Traps, in combination with TDI operation, a↵ect the detailed
shape of the point spread function of all instruments in subtle yet
significant ways through continuous trapping and de-trapping
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Fig. 6. Illustration of the scanning law of Gaia, showing the path of
the spin axis (z), and the corresponding path of the preceding viewing
direction, during four days. For clarity, the path of the following viewing
direction is not shown. Image courtesy Lennart Lindegren.

coverage. Key ingredients of the nominal scanning law are as
follows (Fig. 6; Lindegren & Bastian 2011):

– There is a fixed spin rate !z = 6000 s�1 around the space-
craft spin axis (z) to ensure that the optical stellar images
move over the detector surface with the same speed as the
electrons are transferred inside the CCD during the TDI op-
eration (Sect. 3.1).

– The solar-aspect angle, ⇠ = 45�, between the Sun and
the instrument z axis, is fixed to ensure maximum parallax
sensitivity (because the measurable, along-scan parallax dis-
placement of an object is proportional to sin ⇠; Sect. 3.1) and
maximum thermal stability of the payload and basic angle in
particular. In practice, the scanning law is defined with re-
spect to a fictitious, nominal Sun: this allows unambiguous
specification of the scanning law with respect to the ICRS,
independent of the orbital motion of Gaia around L2. The
di↵erence between the actual and nominal Sun is never larger
than a few arcmin.

– A slow precession of the spin axis around the Sun results
in a series of loops around the solar direction (Fig. 7). A
side e↵ect of the precession is an across-scan speed of stel-
lar images during their focal plane transits. The speed of the
precession is as small as possible to limit the across-scan
smearing of images when they transit the focal plane yet
(just) large enough to ensure that subsequent loops overlap,
in which case there are at least six distinct epochs of obser-
vations per year for any object in the sky. For Gaia, this is
achieved with 5.8 revolutions per year (4� day�1 precession
relative to the stars), which means that the precession pe-
riod is 365.25/5.8 = 63 days and that the across-scan speed
of images transiting the focal plane varies sinusoidally with
time, with a nominal period of six hours and an amplitude of
173 mas s�1.

Given the apparent path of the Sun on the celestial sphere and
the fixed value of ⇠, the scanning law, i.e. the orientation of the
instrument in the heliotropic frame, which has the nominal eclip-
tic as its fundamental plane and the Sun as origin, is described

Fig. 7. Spin axis z makes loops around the Sun, which must overlap.
A star at point a may be scanned whenever z is 90� from a, i.e. on the
great circle A at z1, z2, z3, etc. The scans intersect at a large angle, which
allows the determination of two-dimensional object coordinates from
one-dimensional measurements. Image courtesy Lennart Lindegren.

by two heliotropic angles. First, the revolving phase ⌫(t) (also
known as precession phase), which is the angle between the
ecliptic plane and the plane containing the Sun and the instru-
ment z axis. Second, the spin phase ⌦(t), which is the angle be-
tween the plane containing the Sun and the instrument z axis and
the instrument zx plane; the fundamental xy plane is the plane
through the two viewing directions (see Lindegren et al. 2016,
for a definition of the scanning reference system). The govern-
ing equation for ⌫(t) equals

⌫̇ sin ⇠ = �̇�
p

S 2 � cos2 ⌫ + �̇� cos ⇠ sin ⌫, (1)

where �� denotes the ecliptic longitude of the (nominal) Sun
and S = |! ⇥ z| �̇��1

= 4.220745 is a dimensionless constant
(corresponding to 5.8 revolutions per year). The spin phase ⌦(t)
then follows from

⌦̇ = !z � �̇� sin ⇠ sin ⌫ � ⌫̇ cos ⇠. (2)

The above two equations have only two free parameters: the ini-
tial spin phase and the initial precession angle, at the start of
science operations. Both angles have been initialised to observe
the most favourable passages of bright stars very close to the
limb of Jupiter, aiming to measure the light deflection owing
to the quadrupole component of the gravitational field of this
planet (de Bruijne et al. 2010b). In practice, the scanning law
(i.e. the intended orientation of the scanning reference system
with respect to the ICRS as a function of time) is generated by
Runge-Kutta integration of the above equations, converted from
heliotropic angles ⌫ and ⌦ to celestial coordinates, and finally
approximated by piecewise polynomials using the Chebyshev
representation.

During the first weeks of nominal science operations (be-
tween 25 July and 21 August 2014), Gaia was operating with a
special scanning law, known as the ecliptic poles scanning law
(EPSL). In this mode, ⌫(t) stayed constant at 180�, which means
that the spin axis followed the Sun on the ecliptic (the alterna-
tive EPSL solution, with ⌫(t) = 0�, was not used). This means
that the fields of view scan through both the south and the north
ecliptic poles in every six-hour scan, and that the direction of
scanning changes by the same rate as the Sun (and the spin axis)
moves along the ecliptic, which is ⇠1� per day. Advantages of
the EPSL are that a limited set of objects near the ecliptic poles
are observed very frequently and with a (four times) smaller
across-scan image motion than nominally. The EPSL observa-
tions have hence been used to bootstrap astrometric and photo-
metric calibrations and for performance verification during the
commissioning phase (Sect. 4.2).
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instrument transit (BP or RP) consists of only one CCD transit,
and a transit across the RVS instrument consists of three CCD
transits (see Gaia Collaboration 2016b; Crowley et al. 2016b, for
more details on the focal plane layout and functionalities, and
the in-flight performance of the Gaia CCDs). This distinction is
important when it comes to the di↵erence between the number
of measurements (CCD transits) collected for a source and the
number of times it was observed (focal plane transits) by Gaia.
In the rest of the paper we will refer to an “observation” or a
“focal plane transit” to indicate that a source was observed by
Gaia and we refer to “CCD transit” whenever individual CCD
measurements are discussed.

Events on board Gaia are labelled by the so-called on board
mission time line (OBMT), which is a time scale defined by the
on board clock. This time scale is eventually transformed into the
physical barycentric coordinate time (TCB) (Gaia Collaboration
2016b; Lindegren et al. 2016). By convention OBMT is ex-
pressed in units of 6 h (21 600 s) spacecraft revolutions since
launch and this unit is often used in figures of some quantity ver-
sus time, including in the papers accompanying Gaia DR1 and
in the data release documentation (see Sect. 7). For the practical
interpretation of time lines expressed in OBMT the following ap-
proximate relation between the OBMT (in revolutions) and TCB
at Gaia (in Julian years) can be used:

TCB ' J2015.0 + (OBMT � 1717.6256 rev)/(1461 rev). (1)

This relation is precise to ±2 s and is valid only for
the time span corresponding to Gaia DR1. The time in-
terval covered by the observations used for Gaia DR1
starts at OBMT 1078.3795 rev = J2014.5624599 TCB (ap-
proximately 2014 July 25, 10:30:00 UTC), and ends at
OBMT 2751.3518 rev = J2015.7075471 TCB (approximately
2015 September 16, 16:20:00 UTC), thus spanning 418 days.
This time interval contains a significant number of gaps which
are caused by: events or operations on board Gaia that pre-
vent the collection of data or make the raw data unusable for a
while (such as the decontamination of the payload); problems in
the pre-processing leading to e↵ective gaps in the available raw
Gaia data (which has to be reconstructed from the raw teleme-
try, Fabricius et al. 2016); gaps in the spacecraft attitude solution
deliberately introduced around the times when micro-meteoroid
hits occurred (Lindegren et al. 2016). Telemetry losses along the
spacecraft to ground link are only a very minor contribution to
the data gaps. As a result of these gaps the amount of data pro-
cessed for Gaia DR1 comprises slightly less than 12 (out of the
above mentioned 14) months. The data gaps inevitably a↵ect the
quality of the Gaia DR1 results. In future releases the gaps re-
lated to the on-ground processing will disappear.

3. Overview of the contents of Gaia DR1

Gaia DR1 contains astrometry, G-band photometry, and a
modest number of variable star light curves, for a total of
1 142 679 769 sources. Basic statistics for Gaia DR1 are listed
in Table 1. The three main components of Gaia DR1 are:

1. The astrometric data set which consists of two subsets:
The primary astrometric data set contains the positions,
parallaxes, and mean proper motions for 2 057 050 stars
in common between the Gaia DR1, Hipparcos and Ty-

cho-2 catalogues. This data set represents the realisation of
the Tycho-Gaia astrometric solution (TGAS), of which the
principles were outlined and demonstrated in Michalik et al.

Table 1. Basic statistics on the contents of Gaia DR1.

Source numbers

Total number of sources 1 142 679 769
No. of primary (TGAS) sources 2 057 050

Hipparcos 93 635
Tycho-2 (excluding Hipparcos stars) 1 963 415

No. of secondary sources 1 140 622 719
No. of sources with light curves 3194

Cepheids 599
RR Lyrae 2595

Magnitude distribution percentiles (G)

0.135% 11.2
2.275% 14.5
15.866% 17.1
50% 19.0
84.134% 20.1
97.725% 20.7
99.865% 21.0

(2015). The typical uncertainty is about 0.3 mas for the po-
sitions, and about 1 mas yr�1 for the proper motions. For the
subset of 93 635 Hipparcos stars in the primary astrometric
data set the proper motions are much more precise, at about
0.06 mas yr�1. The typical uncertainty for the parallaxes is
0.3 mas, where it should be noted that a systematic compo-
nent of ⇠0.3 mas should be added (see Sect. 6).
The secondary astrometric data set contains the positions for
an additional 1 140 622 719 sources. For the secondary data
set the typical uncertainty on the positions is ⇠10 mas.
The positions and proper motions are given in a refer-
ence frame that is aligned with the International Celestial
Reference Frame (ICRF) to better than 0.1 mas at epoch
J2015.0, and non-rotating with respect to ICRF to within
0.03 mas yr�1. The detailed description of the production of
the astrometric solution, as well as a more detailed statistical
summary of the astrometry contained in Gaia DR1 can be
found in Lindegren et al. (2016). An in-depth discussion of
the Gaia DR1 reference frame and the optical properties of
ICRF sources is presented in Mignard et al. (2016).

2. The photometric data set contains the mean Gaia G-band
magnitudes for all the sources contained in Gaia DR1.
The brightest source in Gaia DR1 has a magnitude G =
3.2, while the majority of the sources (99.7%) are in the
range 11.2  G  21. The small fraction of sources at
G > 21 (where the nominal survey limit is G = 20.7,
Gaia Collaboration 2016b) most likely have erroneously de-
termined G-band fluxes, but nevertheless passed the data
quality filters described in Sect. 4. The typical uncertainties
quoted on the mean value of G range from a milli-magnitude
or better at the bright end (G . 13), to about 0.03 mag at the
survey limit. The details of the photometric data set, includ-
ing the data processing and validation of the results is de-
scribed in van Leeuwen et al. (2016), Carrasco et al. (2016),
Riello et al. (2016), Evans et al. (2016).

3. The Cepheids and RR Lyrae data set contains the G-band
light curves and characteristics of a modest sample of
599 Cepheid (43 newly discovered) and 2595 RR Lyrae
(343 new) variables located around the south ecliptic pole
and observed at high cadence during a special scanning
period in the first four weeks of the operational phase of

A2, page 4 of 23



Gaia Collaboration (Brown, A. G. A., et al.): Gaia Data Release 1

4 6 8 1 0 1 2 1 4 1 6 1 8 2 0 2 2 2 4

Mean G [mag]

1

1 0

100

1000

1e4

1e5

1e6

1e7
N

u
m

b
e

r
Gaia DR1

Tycho-2 (Excl. Hip)

Hipparcos

Fig. 1. Distribution of the mean values of G for all Gaia DR1 sources
shown as histograms with 0.1 mag wide bins. The distributions for the
Hipparcos and Tycho-2 (excluding the Hipparcos stars) subsets are
also shown. Note the lack of bright sources at G . 7.

Gaia. The variable star contents of Gaia DR1 are described
in detail in Eyer et al. (2016) and Clementini et al. (2016).

The distribution of the sources in magnitude is shown in Fig. 1.
The magnitude distribution of the sources reveals a drop-o↵ at
G . 7. Neither all Hipparcos nor all Tycho-2 sources are in-
cluded in Gaia DR1 and at the faint end the magnitude limit
is sky position dependent and ill-defined. At magnitudes be-
low G ⇠ 5 the total number of sources in Gaia DR1 is larger
than the number of Hipparcos sources in Gaia DR1. This is
however only apparent as most of these sources are in fact in
common with the Hipparcos catalogue but have been treated
as secondary astrometric sources, because a good 5-parameter
astrometric solution could not be derived. The limitations of
Gaia DR1, including its completeness, are discussed in Sect. 6.

Of the 1141 million sources in the secondary astrometric
data set 685 million are in common with the Initial Gaia Source
List (IGSL, Smart & Nicastro 2014) and 456 million are new
sources (Lindegren et al. 2016). The IGSL formed the starting
point for the process of assigning Gaia observations to sources
(Fabricius et al. 2016). Hence the term “new” should strictly
speaking be interpreted as referring to sources that could not be
matched to known IGSL sources. No attempt was made to estab-
lish how many sources are truly new discoveries by Gaia but this
is likely to be a substantial fraction (over 400 million) of the new
sources mentioned above. The IGSL has been publicly available
for some time and we caution that when looking up a source in
Gaia DR1 through its already known IGSL source identifier, it
should be kept in mind that a large fraction of the 1.2 billion
sources in the IGSL does not appear in Gaia DR1.

4. Gaia DR1 validation and source filtering

A substantial e↵ort was dedicated to the validation of the results
contained in Gaia DR1. This is a complex task which takes place
at various levels within the DPAC. The outputs produced by the
DPAC subsystems (described in Gaia Collaboration 2016b) are
validated first through an “internal” quality control process. For
the astrometric data set in Gaia DR1 this internal validation is
described in Lindegren et al. (2016), while that for the photomet-
ric and variable star data sets is described in Evans et al. (2016)
and Eyer et al. (2016), respectively. A second validation stage is
carried out by the DPAC unit responsible for the data publica-
tion (cf. Gaia Collaboration 2016b), which examines all the data

contained in Gaia DR1 together and thus provides an indepen-
dent quality check. This global validation process is described
in Arenou et al. (2016). Here we summarise only the most im-
portant findings from the validation and provide complementary
illustrations of the quality of Gaia DR1 in Sect. 5.

Numerous tests were done during the validation stage of the
Gaia DR1 production, ranging from basic consistency checks
on the data values to the verification that the data is scientifi-
cally correct. No problems were revealed that would prevent the
timely publication of Gaia DR1. However, a number of minor
problems were found that have been addressed either by a filter-
ing of the available DPAC outputs before their incorporation into
the data release, or by documenting the issues found as known
limitations to Gaia DR1 (see Sect. 6). The filtering applied to
the astrometric and photometric processing outputs before the
global validation stage was as follows:

– For the primary astrometric data set only sources for which
the standard uncertainties on the parallaxes and positions are
less than 1 mas and 20 mas, respectively, were kept. In ad-
dition it was required that the sources have valid photomet-
ric data. For the secondary astrometric data set the sources
were filtered by requiring that they were observed by Gaia

at least 5 times (i.e. at least 5 focal plane transits), and that
their astrometric excess noise (which indicates the astromet-
ric modelling errors for a specific source) and position stan-
dard uncertainty are less than 20 mas and 100 mas, respec-
tively. More details can be found in Lindegren et al. (2016).
We stress that no filtering was done on the actual value of the
source astrometric parameters.

– Although the photometric results were not explicitly filtered
before their incorporation into Gaia DR1, a number of filters
internal to the photometric data processing e↵ectively leads
to filtering at the source level. In particular sources with ex-
tremely blue or red colours will not appear in Gaia DR1.

– The only filtering done on the outputs of the variable star
processing was to remove a handful of sources that were very
likely a duplicate of some other source (see below for more
discussion on duplicate sources).

The second validation stage (Arenou et al. 2016) revealed the
following problems that were addressed through a further filter-
ing of the astrometric and photometric processing outputs before
their final incorporation into Gaia DR1. The filters described be-
low were thus applied after the filters above.

– Some 37 million source pairs were found which are sepa-
rated by less than 1 Gaia focal plane pixel size on the sky
(i.e. 59 mas), or are separated by less than 5 times their
combined positional standard uncertainty (where the factor
5 accounts for a possible underestimation of the standard un-
certainties). The vast majority of these pairs are created dur-
ing the cross-match stage, when observations (focal plane
transits) get grouped together and assigned to sources (see
Fabricius et al. 2016). The main underlying cause is sources
appearing twice in the IGSL, which was evident from the
many close pairs occurring along photographic survey plate
boundaries (the IGSL is based to a large extent on photo-
graphic surveys, Smart & Nicastro 2014). A large fraction of
these pairs are likely to be two instances of the same phys-
ical source (i.e. the source appears twice in the Gaia source
list with two di↵erent identifiers). One member of each of
these close pairs was filtered out of the Gaia DR1 source list
and the remaining sources were flagged as having a dupli-
cate associated to them in the Gaia source list. This flag thus
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Fig. 2. Sky distribution of all Gaia DR1 sources in Galactic coordinates. The source density is shown with a grey scale chosen to highlight both
the impressive amount of detail in the outlines of the well-known dust features along the Galactic plane, and the non-astronomical artefacts in the
source distribution (see text). Image credits: CENTRA � University of Lisbon (part of the DPAC-CU9 visualisation team).

indicates that the source in question has fewer observations
contributing to its astrometry and photometry because part of
the observations were assigned to another (fictitious) source.
This filtering will in a fraction of the cases inevitably have
removed one component from a real double source (be it a
binary or an optical pair). This problem of duplicate sources
will disappear in future Gaia data releases due to improve-
ments in the cross-match algorithm and the moving away
from the Initial Gaia Source List as the basis for assigning
observations to sources.

– For some 1 million sources the mean G values were grossly
inconsistent with either existing photometry (for example
some TGAS stars were assigned G-band magnitudes much
fainter than the Tycho-2 survey limit) or with the broad-band
GBP and GRP magnitudes determined from the Gaia Blue and
Red Photometers. In either case data processing problems are
indicated and sources were removed from Gaia DR1 when
there were fewer than 11 measurements in the G band (i.e.
CCD transits in the astrometric part of the focal plane), or if
both (G �GBP) and (G �GRP) were larger than +3.

Although the filtering described above will have removed the
vast majority of problem cases from the DPAC outputs before
the publication of Gaia DR1, it will nevertheless not be perfect.
Genuine sources will have been removed and the filtering criteria
do not guarantee the absence of a small fraction of problematic
sources in Gaia DR1.

The decision to filter out the problematic cases rather than
publish them with, e.g. indicator flags, was driven by data quality
considerations and by the need to remove the large number of
spurious sources created in the process of matching observations
to sources (see Fabricius et al. 2016; Lindegren et al. 2016). The
filtering thus reflects the preliminary nature of the first Gaia data
release. In future intermediate releases the shortcomings in the
data processing will be addressed and more measurements will
be added, which means that reliable results can be derived for

more sources. The level of filtering is thus expected to go down
and more sources will enter the published catalogue.

5. Illustrations of the Gaia DR1 contents

Here we provide a few illustrations of the contents of Gaia DR1.
The purpose is not to provide a scientific analysis but to
demonstrate through astronomically relevant examples the over-
all quality of the Gaia data. A more detailed examination of
the scientific quality of Gaia DR1 is provided in two studies
on open clusters (Gaia Collaboration 2016c) and the Cepheid
period-luminosity relation (Gaia Collaboration 2016a). We end
this section with a comment on the Pleiades cluster distance.

5.1. The Gaia sky

The distribution of all Gaia DR1 sources on the sky is illus-
trated in Fig. 2. The source density shown in Fig. 2 is based
on the accurate positions of the 1.1 billion sources in Gaia DR1
and represents the most detailed all-sky map in the optical to
date. This can be appreciated in particular in the very fine out-
lining of the dust features along the Galactic plane. Also note-
worthy are the Magellanic clouds, where in the Large Magel-
lanic Cloud the individual features in the star forming regions
north of the bar are outlined in the source distribution; the M 31
and M 33 galaxies which are both outlined in individual detec-
tions made by Gaia; and the Orion A and B clouds which can
be seen against the backdrop of the sources detected by Gaia.
Also recognisable are globular clusters, such as ! Centauri with
over two hundred thousand sources individually appearing in
Gaia DR1, and the Fornax dwarf spheroidal galaxy (⇠30 000
sources in Gaia DR1) near (`, b) ⇡ (237�,�66�). The full detail
of this sky map is impossible to convey in print. An interactive
and zoomable version will be available, through the Aladin sky
atlas application (Bonnarel et al. 2000; Boch & Fernique 2014)
and a dedicated visualisation service, both as part of the Gaia
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Fig. 3. Comparison of the observational HR diagram in the MG vs. (B � V) plane for the Hipparcos stars in Gaia DR1, using their Hipparcos
(van Leeuwen 2007) parallaxes (a) and their parallaxes as listed in Gaia DR1 (b), c)). The relative standard uncertainties on the parallax are less
than 20% for both the Hipparcos and Gaia DR1 parallaxes in panels a) and b), while in panel c) all stars with relative parallax uncertainties better
than 20% in Gaia DR1 are shown. The stars were otherwise selected as described in the text. All panels show the stars as individual symbols where
possible and where the symbols overlap the relative source density is shown, with colours varying from purple (dark) to yellow (light) indicating
increasing density on a logarithmic scale. The contours enclose 10, 30, and 50 per cent of the data.

data access facilities (see Sect. 7). The sky map also reveals a
number of prominent non-astronomical artefacts which reflect
the preliminary nature of the first Gaia data release. They are
further discussed in Sect. 6.

The depth of the Gaia survey, its all-sky reach, the high an-
gular resolution, combined with the highly accurate source posi-
tions, promises a revival of classical star count studies, in partic-
ular with future Gaia data releases where the shortcomings in the
completeness and angular resolution of Gaia DR1 (see Sect. 6)
will have been addressed. The Gaia sky map is also of imme-
diate interest to studies of minor solar system bodies through
stellar occultations, the predictions of occultation tracks on the
Earth benefiting from the dense distribution of sources with ac-
curately known positions.

Finally, the Gaia sky map will be the standard reference in
the optical for some time to come, in particular when in future
releases the Gaia catalogue will be more complete in sky, mag-
nitude, and colour coverage, and the source positions are further
refined, with parallaxes and proper motions becoming available
for all Gaia sources. This is to the benefit of all (optical) tele-
scope guidance applications, especially large-mirror telescopes
with small fields of view. Space missions will also benefit from
the Gaia sky map. As an example, it is planned to improve the
recently released Hubble Source Catalog (Whitmore et al. 2016)
through a re-reduction of the astrometry with respect to the Gaia

source positions.

5.2. Hertzsprung-Russell diagrams based on Gaia DR1

parallaxes

With the advent of Gaia DR1 we now for the first time have
access to two large samples of parallaxes accurate at the (sub-)
milliarcsecond level. As explained in Lindegren et al. (2016) the
Gaia and Hipparcos parallaxes are independent and can thus
sensibly be compared to each other. The comparison described
in the appendix of Lindegren et al. (2016) shows that overall the
Gaia DR1 and Hipparcos parallaxes are the same to within
the combined uncertainties. A closer look at the parallaxes near

zero reveals that for the Hipparcos stars in Gaia DR1 the num-
ber of negative parallaxes is much smaller, which is expected
for a data set that is more precise. This comparison is further-
more exploited in Lindegren et al. (2016) to derive the relation
between the formal and actual (published) uncertainties for the
astrometric source parameters in the primary astrometric data set
of Gaia DR1.

We illustrate the better overall precision of the Gaia paral-
laxes by constructing observational Hertzsprung-Russell (HR)
diagrams in MG vs. (B � V) using the Hipparcos par-
allaxes from van Leeuwen (2007) and the parallaxes from
Gaia DR1. The result is shown in Fig. 3. The 43 546 Hipparcos
stars included in the left two panels a and b were selected
according to:

($/�$)Gaia � 5 ^ ($/�$)Hipparcos � 5 ^
�G  0.05 ^ �(B�V)  0.05, (2)

where $ is the parallax and �$ the corresponding standard un-
certainty. The values of (B � V) and their standard uncertainties
were taken from the HipparcosCatalogue (van Leeuwen 2007).
The 74 771 stars in the rightmost panel (c) were selected only on
the value of the relative uncertainty in the Gaia DR1 parallax but
with the same criteria on the uncertainty in G and (B � V). The
median Gaia DR1 parallax for the smaller sample is 7.5 and for
the larger sample it is 5.0 mas, while 90 per cent of the stars have
a parallax larger than 3.6 (smaller sample) and 2.2 mas (larger
sample). A comparison of the left two panels shows that with the
Gaia DR1 parallaxes the main sequence is better defined, being
somewhat narrower and with a sharper boundary along the faint
end. The distribution of red clump giants is much narrower in
luminosity, with the e↵ect of extinction and reddening clearly
seen as an elongation in the direction of fainter magnitudes and
redder colours.

The narrower luminosity distribution of the red clump gi-
ants and main sequence dwarfs in Gaia DR1 is further illus-
trated in Fig. 4. The luminosity distribution is shown for the stars
in the left two panels of Fig. 3 that have colours in the range
1.0  (B � V)  1.1 (3174 stars), including both the clump stars
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Fig. 7. Example light curves from the Cepheids and RR Lyrae data set in
Gaia DR1. The top panel shows the light curve for a fundamental mode
classical Cepheid in the Large Magellanic Cloud (period 2.891 days),
while the bottom panel shows the light curve for a fundamental mode
RR Lyrae star (RRab, period 0.607 days), also in the Large Magellanic
Cloud.

A simplistic selection of Pleiades members can be done
solely on the basis of the Gaia DR1 positions and proper mo-
tions by demanding that the selected stars lie within 5 degrees
from the position (↵, �) = (56.75�, 24.12�) and that the proper
motions obey:
h
(µ↵⇤ � 20.5)2 + (µ� + 45.5)2

i1/2  6 mas yr�1 . (3)

This leads to the selection of 164 stars from the Gaia DR1
primary astrometric data set. Figure 9 shows the histogram of
the parallaxes of these 164 stars, which apart from a few out-
liers (field stars not belonging to the Pleiades) are well clustered
in a peaked distribution. The median of this distribution is at
$ = 7.45 mas, and the standard deviation (robustly estimated)
of the distribution is 0.49 mas. If the observations were inde-
pendent, this would lead to a standard uncertainty in the mean
of 0.49/

p
N = 0.04 mas. However, as described in the paper on

the astrometric solution for Gaia DR1 (Lindegren et al. 2016)
and in the paper on the validation of Gaia DR1 (Arenou et al.
2016), a not precisely known systematic uncertainty of the order
of 0.3 mas must be added to the parallax uncertainties (see also
Sect. 6). These systematic terms are correlated over small spa-
tial scales, which means that the parallax uncertainties are not
independent for the Pleiades members considered here, leading
to no reduction of the uncertainties by averaging. Therefore the
best estimate we can make at this time for the mean Pleiades
parallax is 7.45 ± 0.3 mas, corresponding to a distance of about
134 ± 6 pc. This is indicated by the half-width of the yellow
shaded area in Fig. 8.

We want to emphasise that, taking this systematic uncer-
tainty into account, Gaia DR1 cannot be considered as giving
a final and definite answer on the so-called Pleiades distance

Fig. 8. Existing measurements of the parallax or distance modulus for
the Pleiades cluster or individual cluster members, all expressed in
parsecs. Figure adapted from Melis et al. (2014). The point indicated
with “VLBI” is the distance corresponding to the parallax determined
by Melis et al. (2014), while the point indicated with “Spectroscopic
twins” is the distance corresponding to the parallax determined by
Mädler et al. (2016). The references for the rest of the points can be
found in Melis et al. (2014).
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Fig. 9. Histogram of all Gaia DR1 parallaxes of proper motion selected
Pleiades cluster members (using the proper motions of Gaia DR1 as the
sole selection criterion). The over-plotted Gaussian distribution has a
mean of 7.45 mas, a standard deviation of 0.5 mas and is normalised to
a maximum value of 30 for comparison purposes.

discrepancy. In particular an explanation for the discrepancy be-
tween Gaia DR1 and Hipparcos cannot be provided at this
stage. A proper and more extensive analysis of the Gaia DR1
astrometry for nearby open clusters (including the Pleiades) is
presented in Gaia Collaboration (2016c), with the results provid-
ing further arguments as to why the Pleiades distance estimated
from Gaia DR1 parallaxes cannot be considered definitive. A
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Fig. 7. Example light curves from the Cepheids and RR Lyrae data set in
Gaia DR1. The top panel shows the light curve for a fundamental mode
classical Cepheid in the Large Magellanic Cloud (period 2.891 days),
while the bottom panel shows the light curve for a fundamental mode
RR Lyrae star (RRab, period 0.607 days), also in the Large Magellanic
Cloud.

A simplistic selection of Pleiades members can be done
solely on the basis of the Gaia DR1 positions and proper mo-
tions by demanding that the selected stars lie within 5 degrees
from the position (↵, �) = (56.75�, 24.12�) and that the proper
motions obey:
h
(µ↵⇤ � 20.5)2 + (µ� + 45.5)2

i1/2  6 mas yr�1 . (3)

This leads to the selection of 164 stars from the Gaia DR1
primary astrometric data set. Figure 9 shows the histogram of
the parallaxes of these 164 stars, which apart from a few out-
liers (field stars not belonging to the Pleiades) are well clustered
in a peaked distribution. The median of this distribution is at
$ = 7.45 mas, and the standard deviation (robustly estimated)
of the distribution is 0.49 mas. If the observations were inde-
pendent, this would lead to a standard uncertainty in the mean
of 0.49/
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N = 0.04 mas. However, as described in the paper on

the astrometric solution for Gaia DR1 (Lindegren et al. 2016)
and in the paper on the validation of Gaia DR1 (Arenou et al.
2016), a not precisely known systematic uncertainty of the order
of 0.3 mas must be added to the parallax uncertainties (see also
Sect. 6). These systematic terms are correlated over small spa-
tial scales, which means that the parallax uncertainties are not
independent for the Pleiades members considered here, leading
to no reduction of the uncertainties by averaging. Therefore the
best estimate we can make at this time for the mean Pleiades
parallax is 7.45 ± 0.3 mas, corresponding to a distance of about
134 ± 6 pc. This is indicated by the half-width of the yellow
shaded area in Fig. 8.

We want to emphasise that, taking this systematic uncer-
tainty into account, Gaia DR1 cannot be considered as giving
a final and definite answer on the so-called Pleiades distance

Fig. 8. Existing measurements of the parallax or distance modulus for
the Pleiades cluster or individual cluster members, all expressed in
parsecs. Figure adapted from Melis et al. (2014). The point indicated
with “VLBI” is the distance corresponding to the parallax determined
by Melis et al. (2014), while the point indicated with “Spectroscopic
twins” is the distance corresponding to the parallax determined by
Mädler et al. (2016). The references for the rest of the points can be
found in Melis et al. (2014).
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Pleiades cluster members (using the proper motions of Gaia DR1 as the
sole selection criterion). The over-plotted Gaussian distribution has a
mean of 7.45 mas, a standard deviation of 0.5 mas and is normalised to
a maximum value of 30 for comparison purposes.

discrepancy. In particular an explanation for the discrepancy be-
tween Gaia DR1 and Hipparcos cannot be provided at this
stage. A proper and more extensive analysis of the Gaia DR1
astrometry for nearby open clusters (including the Pleiades) is
presented in Gaia Collaboration (2016c), with the results provid-
ing further arguments as to why the Pleiades distance estimated
from Gaia DR1 parallaxes cannot be considered definitive. A
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Fig. 13. Parallax standard uncertainties as a func-
tion of magnitude for Hipparcos (van Leeuwen
2007) and the primary astrometric data set in
Gaia DR1, compared to the predicted 5-yr Gaia

mission parallax standard uncertainties. The band
for the 5-yr mission predictions indicates the ex-
pected variation as a function of celestial posi-
tion. The colour coding for the Hipparcos and
Gaia DR1 parallax uncertainty distributions indi-
cates increasing numbers of sources from light to
dark colours (logarithmic scale). The contours en-
close 10, 50, 68.3, and 90 per cent of the data in
the case of Hipparcos, while for Gaia DR1 they
enclose 10, 50, 68.3, 95.4, and 99.7 per cent of the
data.

noted that a number of these sources may well be variables with
large brightness excursions, leading to faint magnitudes at the
Gaia DR1 observation epoch.

6.4. Known problems in the Gaia DR1 astrometry

The data processing shortcuts and simplifications discussed in
Sect. 6.1 have introduced a number of known weaknesses in the
astrometric solution for Gaia DR1, which are described and ex-
plained extensively in Lindegren et al. (2016). Here we highlight
the weaknesses most directly relevant to the scientific exploita-
tion of the Gaia DR1 data.

Source modelling. All sources were treated as single stars
without taking their radial velocity into account. Hence any as-
trometric e↵ects due to the orbital motion in binaries or due to
perspective acceleration were ignored. In addition for resolved
binaries the positions used to derive the mean proper motion
over the time period between the Hipparcos/Tycho (around
J1991.25) and the Gaia DR1 (J2015.0) epochs may be inconsis-
tent (cf. Lindegren et al. 2016). The Gaia DR1 catalogue does
provide the so-called excess source noise, which is meant to
represent the astrometric modelling errors for a specific source,
and thus could in principle be used to identify candidate astro-
metric binaries or otherwise problematic sources. However in
Gaia DR1 all sources have significant excess source noise be-
cause currently unmodelled attitude and calibration errors are
partly “absorbed” in this quantity (see Lindegren et al. 2016, for
more details). The level at which the excess source noise is in-
dicative of a source being di↵erent from a single star should thus
be calibrated against a sample of known non-single star sources
in Gaia DR1 before it can be used in scientific analyses.

Periodic basic angle variations. As described in Gaia
Collaboration (2016b), a number of issues a↵ecting the perfor-
mance of the Gaia instruments came to light during the com-
missioning period. The most relevant issue for the astrometric
quality of Gaia DR1 is the periodic variation of the basic an-
gle between the two telescopes of Gaia. This angle enters into

all the measurements of angular separations between sources
on the sky and its value should either be stable or its varia-
tions known at the level of ⇠1 µas. The actual basic angle vari-
ations, measured both through the on board metrology system
and from the daily astrometric solution carried out as part of
the DPAC First-Look analysis (see Fabricius et al. 2016), have
a component which varies periodically with the satellite spin
period and with a significant amplitude of roughly 1 mas. The
harmonic component that varies as the cosine of the spacecraft
heliotropic spin phase cannot be distinguished from a zero-point
o↵set in the parallaxes, making the calibrations of the basic an-
gle variations an essential component of the success of Gaia (for
more detail see Michalik & Lindegren 2016). For Gaia DR1 the
corrections for the basic angle variations were done by adopt-
ing the variations as measured by the on board metrology sys-
tem. At the accuracy level of Gaia DR1 this is su�cient. How-
ever Lindegren et al. (2016) do conclude that a global parallax
zero point o↵set of ±0.1 mas may be present, which is con-
firmed by the zero-point o↵set of about �0.04 mas found dur-
ing the validation of Gaia DR1 (Arenou et al. 2016). For future
data releases the basic angle variations will largely be deter-
mined as calibration parameters within the astrometric solution
(cf. Lindegren et al. 2016) with the aim to fully account for the
variations.

Strongly correlated astrometric parameters. Figure 7 in
Lindegren et al. (2016) presents a statistical overview of the
standard uncertainties and the correlations between the astro-
metric parameters of each source in the primary astrometric data
set. In Gaia DR1 the correlation levels are high, reaching me-
dian values near �1 or +1 over large regions of the sky. It is
thus very important to make use of the full covariance matrix
when taking the standard uncertainties on (subsets and linear
combinations of) the astrometric parameters into account in any
scientific analysis of the data. The correlations will decrease in
future data releases as the number of observations per source and
the scan direction diversity increase.

A2, page 14 of 23
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A Gaia DR2
A Gaia működésének első 22 hónapjában kapott mérések alapján. 

Közzététel: 2018. április 25. Tartalma:
- 1,7 milliárd csillagra égi pozíció és G magnitúdó;
- több mint 1,3 milliárd csillagra parallaxis, sajátmozgás, GBP és GRP;
- több mint 7 millió csillagra átlagos radiális sebesség;
- 161 millió csillagra felszíni hőmérséklet, 88 millió csillagra extinkció és 

vörösödés, 77 millió csillagra a sugár és a luminozitás értéke is;
- félmillió változócsillag fénygörbéje és típusba sorolása;
- 14 ezer naprendszerbeli

kisbolygó aktuális
helyzete az elvégzett
1,5 millió mérés
idején;

- félmillió kvazár helyzete
és G magnitúdója az
égi vonatkoztatási
rendszer rögzítésére 
kizárólag optikai
mérésekből.



A Gaia DR2

A Gaia DR2 minden adata elérhető:
http://archives.esac.esa.int/gaia
vagy
http://cdsweb.u-strasbg.fr/gaia
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Spoto et al. (2018)
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Babusiaux et al. (2018)
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Eyer et al. (2019)
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Eyer et al. 
(2019)



A Gaia DR2 eredményeiből

M33 – ESA/Gaia/DPAC/IEEC-UB                 a Nagy-Magellán-felhő rotációja



A Gaia DR2 eredményeiből

Van der Marel et al. (2019)
Az Andromeda-köd 110 km/s sebességgel közeledik a Tejútrendszerhez.
Az oldalirányú mozgás a HST (2012) alapján 17 km/s, de a HST+Gaia DR2
(2019) alapján 50 km/s. Ütközés helyett koccanás lesz 4,5 milliárd év múlva.





Jöhet a DR3 – és a folytatás

Az eredetileg tervezett 5 éves mérési sorozat 2019 nyarán véget ér, de 

a Gaia már 2020 végéig megkapta az ESA-támogatást. Sőt ígéret 

van a 2022 végéig történő támogatásra (pályázni később kell erre). 

A végső Gaia-katalógus ezért 2024-nél korábban nem várható.

Az adatközlések eddig is késtek a tervezetthez képest, de a Gaia 

DPAC csak biztos(nak tűnő) adatokat akar nyilvánosságra hozni. A 

DR3-at ezért két részre is bontották, hogy a késés ne fokozódjon.

Gaia EDR3 (early release): 2020. III. negyedév, teljes asztrometria és 

fotometria.

Gaia DR3: 2021. II. félév, a Gaia EDR3 adatain túl

- radiális sebességek (az eddig elérhetőnél halványabb csillagokra is)

- BP/RP/RVS spektrumok

- naprendszerbeli objektumok adatai (a lehető legnagyobb mintára)

- változócsillagászati információk (a hosszabb mérési időszak miatt a 

korábbinál nagyobb mintára)

- asztrofizikai információk (a színkép alapján)

- a kettős és többszörös csillagokra vonatkozóan külön asztrometriai 

információ
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ABSTRACT

We present a high-precision measurement of the parallax for the 12-day Cepheid SS Canis Majoris, obtained via
spatial scanning with the Wide Field Camera 3 (WFC3) on the Hubble Space Telescope (HST). Spatial scanning
enables astrometric measurements with a precision of 20–40 μas, an order of magnitude better than pointed
observations. SS CMa is the second Cepheid targeted for parallax measurement with HST and is the first of a
sample of 18 long-period (10 days) Cepheids selected in order to improve the calibration of their period–
luminosity relation and eventually permit a determination of the Hubble constant H0 to better than 2%. The
parallax of SS CMa is found to be 348 ± 38 μas, corresponding to a distance of 2.9 ± 0.3 kpc. We also present a
refinement of the static geometric distortion of WFC3 obtained using spatial scanning observations of calibration
fields, with a typical magnitude 0.01 pixels on scales of 100 pixels.

Key words: cosmology: observations – distance scale – parallaxes – stars: individual (SS CMa) – stars: variables:
Cepheids – supernovae: general

1. INTRODUCTION

A precise test of the cosmological model can be performed
by combining present cosmic microwave background (CMB)
measurements (Bennett et al. 2013; Planck Collaboration et al.
2015) with a percent-level determination of the local Hubble
constant H0 (Hu 2005). More than 70 yr of work, from Hubble
(1929) through the first decade of observations with the Hubble
Space Telescope (HST), have resulted in a ∼10% measurement
of H0 (Freedman et al. 2001; Sandage et al. 2006), with much
of the remaining uncertainty being of a systematic nature. Riess
et al. (2011) sharply reduced the uncertainty to 3.3%, to a value
of 73.8 ± 2.4 km s−1 Mpc−1, thanks to four improvements in
the distance ladder consisting of Cepheids and Type Ia
supernovae (SNe Ia): (1) calibrating eight modern SNe Ia with
Cepheids, (2) observing Cepheids in the near-infrared to reduce
the impact of extinction and metallicity, (3) using two new
geometric calibrations of Cepheids—parallaxes of Galactic
Cepheids from the HST Fine Guidance Sensor (FGS; Benedict
et al. 2007) and the 3% geometric maser distance to NGC 4258
(Humphreys et al. 2013, and references therein), and (4)
calibrating all extragalactic Cepheid photometry with a single
camera, WFC3, to remove cross-instrument zero-point errors.

While local determinations of H0 place it in the range of
70–75 km s−1 Mpc−1 (see, e.g., the reviews by Livio & Riess
2013 and Freedman & Madore 2010), the predictions from
CMB measurements with a ΛCDM cosmology find a range of
67–70 km s−1 Mpc−1 (Bennett et al. 2014; Planck Collabora-
tion et al. 2015), indicating tension between the two sets of
determinations. A comparative reanalysis of Planck andWMAP

data by Addison et al. (2016) (see also Bennett et al. 2013;
Planck Collaboration et al. 2015, and references therein) finds
that the Planck measurements below ℓ ≈ 1000 are consistent
with WMAP, while higher multipoles may be inconsistent. The
apparent discrepancy between local measurements of H0 and
the values predicted from cosmological results may indicate
deviation from the ΛCDM model or new physics (see, e.g.,
Wyman et al. 2014), although Bennett et al. (2014) find that the
evidence for a discrepancy is inconclusive. A resolution on the
origin and magnitude of this potential tension is best found in
improving the measurements themselves, especially those at
low redshift, which have a larger statistical uncertainty.
Starting with Riess et al. (2009) and then in Riess et al.

(2011), we are following a program of rebuilding the
foundation of the local distance ladder via an improved
calibration of the Cepheid period–luminosity (P–L) relation,
also known as the Leavitt Law (Leavitt & Pickering 1912), to
determine accurate distances to nearby hosts of SNe Ia. We
have recently started a program to increase the range and
precision of trigonometric parallax measurements in the Milky
Way in order to reach long-period (P > 10 days) Cepheids,
nearly all of which are beyond a distance of 2 kpc. In Riess
et al. (2014, hereafter Paper I) we presented a new observa-
tional approach to achieve parallax accuracy of ∼30 μas by
spatially scanning the WFC3 camera on HST. In principle, this
method has the promise of achieving a factor of 10–20
improvement over conventional pointed observations or FGS
measurements (Benedict et al. 2007; Bellini et al. 2011). This
method was demonstrated via five epochs of measurements,
spaced every 6 months, of the field around SY Aurigae, a 10-
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day Cepheid for which we reported a parallax of 428 ± 54 μas
(statistical). While confirming the promise of the method,
Paper I highlighted several improvements in the experiment
design necessary to achieve the desired measurement precision
of 30–40 μas. Most important of these is the selection of
targets with a greater number of reference stars in the field,
especially those no more than 5 mag fainter than the target
Cepheid. We included those considerations in our approved
follow-up programs to obtain parallaxes for 18 Galactic
Cepheids. The observations of these 18 Cepheids, stretching
over five to nine epochs, are now concluding their fifth epoch.
Here we present a detailed analysis of the results for the first of
these targets, the 12-day Cepheid SS CMa at an expected
distance of ∼3 kpc. Riess et al. (2016) present an updated
analysis of the value of H0 based on our parallax measurements
and the new Cepheids in SN Ia hosts from Hoffmann et al.
(2016). The expected precision of the parallax measurement for

the target Cepheids and the reference stars in their fields is
shown in Figure 1.
In 2013 December, the European Space Agency launched

the mission Gaia (Prusti 2012), which promises to determine
the fundamental astrometric parameters for ∼109 stars in the
Galaxy with unprecedented precision. Its targets will include
hundreds of Galactic Cepheids, including the targets of our
HST program. End-of-mission results from Gaia, expected in
2022, are projected to achieve a parallax precision close to
10 μas for its bright targets (see Figure 1), although special
procedures will be needed for targets brighter than V ≈ 12 mag
—including most long-period Cepheids close enough to be
effective distance-scale calibrators. Early reports from the
mission indicate the existence of significant systematic
variations of the basic angle—the separation between the two
fields of view 106°.5 apart that lies at the heart of Gaiaʼs ability
to measure absolute parallaxes—on periods close to the
satellite spin period (Mora et al. 2014). We are optimistic that
internal calibrations will enable a full correction for these
variations and the eventual achievement of the full expected
mission precision shown in Figure 1 (see, e.g., Michalik et al.
2015). Nonetheless, the availability of an external calibration of
comparable, if somewhat coarser, precision may also provide a
useful verification of the Gaia measurements. Assuming that
Gaia achieves its stated goals, the calibration of the P–L
relation for Galactic Cepheids will likely be better than 1% in
distance and provide the ideal anchor for a measurement of the
local value of H0 with unprecedented precision.
The organization of this paper is as follows. In Section 2 we

describe the refinements since Paper I in the use of spatial
scanning data to measure high-precision, relative astrometry at
a single epoch. We also include a description of the calibration
observations we have obtained to improve knowledge of the
geometric distortion and other instrumental properties of
WFC3/UVIS. Section 3 presents the spectroscopic and
photometric data we obtained to characterize the properties of
the reference stars. We describe in Section 4 refinements in the
algorithms used to combine multiple epochs of spatial scan data
to measure time-dependent astrometry, and we discuss the
parallax measurement thus obtained. In Section 5 we show how
radial-velocity information can be used to obtain bounds on the
effect that binarity can have on parallax measurements.
Section 6 briefly discusses the implications of the present and
upcoming measurements.

2. MW CEPHEID PARALLAXES: A SAMPLE OF 18
TARGETS

In Paper I we presented our first parallax measurement for a
Galactic Cepheid with WFC3 spatial scans, the case of SY Aur.
These observations probed for the first time the stability and
accuracy of the HST focal plane geometry well below the
milliarcsecond (mas) level. Until our scanned observations, the
practical limit of relative astrometry with WFC3/UVIS was
about 0.01 pixels, or 0.4 mas (Bellini et al. 2011); test data
indicated that scanned observations of bright stars over
1000–4000 pixels had the potential to achieve a parallax
precision of 20–40 μas, about 10 times better than existing
measurements. For SY Aur we achieved a final parallax
precision of 54 μas (statistical). However, we were unable to
fully determine the systematic uncertainty on this measure-
ment, owing to the paucity of reference stars in its field, which
in turn limited our ability to determine the sensitivity of the

Figure 1. Precision of parallax measurements vs. apparent luminosity from
ground and from space, 1995–2022. The right-hand ordinate axis shows the
distance at which the error exceeds 10%. Brown: ground-based measurements
from the Yale Parallax Catalog (van Altena et al. 1995). Green: stars with a
better than 3σ measurement from Hipparcos (Perryman 2009). Purple:
measurements based on HST/FGS data (MacConnell et al. 1997; Hershey &
Taff 1998; Benedict et al. 2000, 2001, 2002, 2007, 2009, 2011; Nelan & Bond
2013). Orange: projected five-epoch precision for target and reference stars
from the Cepheid fields observed with HST/WFC3 using spatial scanning.
Blue: range of expected precision for Gaia observations, according to the post-
launch estimates in de Bruijne et al. (2015). With the exception of a few radio-
wavelength measurements (Reid & Honma 2014), only HST spatial scanning
and Gaia can push the 10% precision horizon beyond 1 kpc.
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A mérés és feldolgozás elve

Két évnél hosszabb mérési sorozat kell a sajátmozgás és a parallaktikus
elmozdulás szeparálásához. 






